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Abstract  Due to its high robustness, correlation-based particle image velocimetry (PIV) has become the prime choice for processing image-based flow measurements in fluid dynamics experiments. However, in recent years, whole-field techniques like optical flow methods have been successfully applied to these kind of images. To avoid the dependence of optical flow methods on intensity variations and to combine the robustness of the correlation-based PIV technique with the whole-field flow description of the optical flow method, a hybrid estimation procedure has been developed. It is an iterative method, optimizing a dense, hypothetical velocity field with respect to vanishing residual displacements, obtained by image correlation.

1 Introduction

Particle image velocimetry (PIV), which utilizes the correlation of image sub-spaces for local displacement estimation, has been found to be a robust and easy to use image processing method for experimental fluid dynamics. The high seeding density and statistical character of PIV make it insensitive to the in-plane or out-of-plane particle loss or intensity variation that influence methods like particle tracking velocimetry detrimentally. The main drawback of PIV processing is the evident compromise between achievable spatial resolution and the probability of fault estimates (outliers), determined primarily by the chosen size of the interrogation areas.

To reduce the probability of outliers, which leads to higher spatial resolution, even for small interrogation areas, the information from neighboring areas must be considered. In state of the art PIV procedures, this is realized by validation steps that follow each displacement estimate, in combination with coarse to fine multi-grid and iterative algorithms with window shifts and deformation (Scarano, 2002).

During the past few years, new processing methods have been developed based on whole-field descriptions of the observed flow. In these cases a dense, hypothetical velocity field is optimized iteratively until two consecutive measured images can be transformed by the hypothetical field. The main advantages of this are the automatically fulfilled neighbor constraint and the possibility of implementing physical models of the flow. Appropriate algorithms have been realized evaluating the optical flow (Ruhnau et al., 2005). This technique was found to be sensitive to the intensity fluctuations of single particles and whole field illumination as well as to the presence of background features. Hybrid methods that combine a densely sampled hypothetical velocity field and correlation-based displacement estimation are superior. An example of such a method, including a physics-based dynamic model, has been implemented and applied by Okuno et al. (2000). Unfortunately, the high numerical costs make an appropriate implementation of the variation and optimization of the hypothetical velocity field in combination with the calculation of remaining local correlations infeasible.

To overcome this limitation, an alternative method is presented here. It utilizes a densely sampled hypothetical velocity field to derive appropriately deformed images that, ideally, match each other. The hypothetical velocity field is optimized iteratively towards a minimum difference of the image content, which is similar to optical flow. Instead of the transformation and the comparison of image intensities, however, the correlation between images is
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used. A vanishing residual displacement obtained by image correlation is the figure of merit. To reduce the numerical costs compared to the trial-and-error method of Okuno et al. (2000), our method employs the calculated correlation functions to derive local velocities that are then used to correct the hypothetical velocity field directly. Therefore, the entire algorithm is comparable to iterative window shift and deformation or image deformation techniques with sub-pixel resolution (Huang et al., 1993; Jambunathan et al., 1995; Tokumaru and Dimotakis, 1995; Lecordier, 1997; Fincham and Delerce, 2000; Scarano and Riethmuller, 2000; Gui and Wereley, 2002) where the correlation is calculated from square interrogation windows which are re-sampled from the measured images, whereas the window deformation and image re-sampling realizes local offsets for each pixel based on the dense hypothetical and full velocity field. Several improvements have been implemented regarding the image re-sampling, correlation, maximum location, numerical differentiation and velocity interpolation, which are described in detail in the following section.

2 Estimation Procedure

The entire algorithm is a multi-step correction loop of the hypothetical velocity field. Fig. 1 gives an overview of the algorithm. The hypothetical velocity field with components \( u(x,y) \) and \( v(x,y) \) corresponds to the actual estimate of the procedure, which is improved iteratively. This velocity field is sampled densely, so that for each pixel in the image a local velocity can be obtained.

2.1 Image Deformation

The entire image is deformed according to the hypothetical velocity field by utilizing a symmetric shift of each pixel with indices \((i,j)\) at the co-ordinates \((x_i,y_j)\) by \(\pm u(x,y)/2\) and \(\pm v(x,y)/2\). The gray values of the deformed images are obtained from the original images by re-sampling at the positions \((x_i,y_i)\) with

\[
x_r(x_i;y_j) = x \pm u(x_i;y_j)/2 \quad \text{and} \quad y_r(x_i;y_j) = y \pm v(x_i;y_j)/2,
\]

(minus sign for the first image and plus sign for the second). In general, the resampled positions are not integers. Therefore, image interpolation must be used. Since this is the most crucial step of the procedure in terms of the achievable accuracy, a high-precision sub-pixel interpolation based on a Gaussian low-pass filter is used (Nobach et al., 2005), here with an 11×11 kernel. The filter coefficients are given by
with the indices \((i; j)\) of the original images pixels and their appropriate co-ordinates \((x_i, y_j)\). A coefficient \(b = 0.5\) has been found to be optimal in terms of achievable accuracy and insensitivity to noise.

2.2 Interrogation Area Correlation

Since entire images are deformed according to the hypothetical velocity field, the deformed images coincide if the hypothetical velocity field exactly represents the particle displacements. The idea of the procedure is to locally correct small residual displacements for a non-optimal hypothetical velocity field, where the local displacements are obtained by correlating arbitrary interrogation areas of the deformed images. In general, the local correlation and the residual displacement can be calculated for each individual pixel. To reduce the numerical costs, interrogation areas and correlation planes are calculated on a single grid only, corresponding to the chosen final grid of the resulting vector map. Since entire images have been deformed and re-sampled in the previous step, no more interpolation is necessary and the interrogation areas to be correlated are obtained simply by truncating the deformed images.

The two interrogation areas with their gray values \(z_1(i; j)\) and \(z_2(i; j)\) are then correlated using a simple FFT routine. This introduces additional errors due to the inherent wrap-around error of the FFT and due to truncated particles at the borders of the interrogation areas (Nogueira et al., 2001; Nobach, 2004). These errors can be avoided by a normalized correlation function such as that due to Ronneberger et al. (1998). However, since these errors vanish for a zero displacement, which is asymptotically achieved by our algorithm, the simple FFT routine is acceptable and reduces computational costs.

To improve the algorithm, two weighting functions have been implemented:

- **Image Weighting:** The image interpolation algorithm (Sec. 2.1) with its large 11×11 Gaussian low-pass filter kernel introduces systematic deviation at the image borders, since no gray values are available from outside the original image bounds. Therefore, individual weights are used, which correspond to the reliability of each individual pixel (Nobach et al., 2005). In the present study, this value is obtained as the summation of the filter coefficients in Eq. (2), corresponding to pixels inside the bounds of the original images. This weighting scheme can also be utilized to mask certain regions of the images. Note that these weighting factors \(w_1(i; j)\) and \(w_2(i; j)\) belong to the individual pixels of the deformed images and can be different for the two images.

- **Interrogation Area Weighting:** The local correction of the residual displacements requires a high spatial resolution for the displacement estimation. To increase the spatial resolution of the correlation-based displacement estimation a weighting scheme is applied to the interrogation areas (Nogueira et al., 1999). To encourage discussion about the optimal weighting scheme, an alternative function is

Fig. 2: Triangular weighting function and its frequency response
introduced here. The main requirement for the weighting function is a positive frequency response in the whole frequency range.

Since the frequency response of a triangular window function is non-negative in the whole frequency range (Fig. 2), this simple function is a suitable starting point to derive a proper weighting function. To avoid the zero values of the frequency response, another triangular weighting function could be superimposed, which has its zero values at those frequencies where the first triangular weighting function has positive values and vice versa. However, another figure of merit for the optimality of the weighting function is the amount of information used. Since a wider weighting function corresponds to more information used, wider weighting functions yield more stable displacement estimates. Unfortunately, this corresponds to a narrow spectral peak, which damps high-frequency fluctuations. A practical compromise is given by the superposition of all triangular functions that are narrower than one dimension of the interrogation area. This superposition, normalized to have a unity integral can be expressed explicitly as

$$w_{1A}(x) = \frac{4}{W} \left( \frac{8|x|}{W} + \frac{1 + \ln \frac{W}{2} - \ln |x|}{W} \right)$$

where $W$ is the width of the interrogation window. Fig. 3 shows the appropriate weighting function for $W = 32$ and its frequency response, which is positive in the whole frequency range. Applying the same weighting function in the $y$ direction and shifting the window function to the center of the interrogation area yields the two-dimensional weighting image $w_{1A}(ij)$ shown in Fig. 4 together with its frequency response.
Since systematic errors vanish for the asymptotically achieved zero displacement, both weighting schemes can be applied to the image gray values by simple multiplication, yielding the two functions

\[ z_1(i; j)w_1(i; j)w_{1A}(i; j) \quad \text{and} \quad z_2(i; j)w_2(i; j)w_{1A}(i; j), \]

that are then correlated by the FFT routine.

2.3 Displacement and Origin Estimation

The mean particle displacement inside the interrogation area is calculated from the maximum of the correlation plane and its neighboring values by a sub-pixel regression. In the present study an explicit solution of the regression of a two-dimensional second-order polynomial to the logarithms of the nine points around the maximum is used (Nobach and Honkanen, 2005). Due to the irregular sampling of the images by tracer particles, the information about the displacement field is only locally available. In the case of velocity gradients this introduces errors by assigning the velocity estimate to the center of the interrogation window. Higher accuracy can be achieved by estimating the effective origin directly from the images. Willert (2000) introduced the idea of relocating the origin to the center of mass using the image intensities. Lindken et al. (2003) and Young et al. (2004) introduced more reliable realizations of this idea using the center of mass, highest intensity, or pixel-wise product of the images shifted by the obtained displacement. An alternative procedure that yields results equivalent to those of Lindken et al. (2003), has been introduced by Nobach and Tropea (2005). It utilizes FFT routines similar to the displacement estimation procedure.

As a result the velocity vector map is irregularly sampled as indicated in Fig. 1 and the velocities must be re-mapped to a given, regular grid. However, the location of the individual velocity vectors is more accurate.

2.4 Validation

Due to the noise in the images and other disturbing influences, validation of the computed displacements and their origins is recommended. Validation procedures based on the increased correlation of the two deformed images after a successful correction loop have been found to be reliable, which can be completed by outlier detection based on the statistics of the obtained velocity estimates. However, since only simulated images are considered in the following performance test, the validation step has not been used in this study.
2.5
Weighted Numerical Differentiation

Since simple interpolation of the velocity values, such as linear interpolation or averaging, preferably weighted by a function of the distance to the obtained velocity origins, suppresses the dynamic bandwidth of the velocity field, an alternative interpolation of the velocity field is given in the next sections. This interpolation scheme uses additional information from the velocity gradients. Therefore, the irregularly sampled and validated velocity vector field is completed by velocity gradient estimates computed by numerical differentiation.

In principle, the velocity gradients at a certain position \((x; y)\) can be obtained by two-dimensional linear regressions of the two velocity components \(u_k\) and \(v_k\) from the neighboring velocity samples at their origins \((x_k; y_k)\). Unfortunately, values which are too far away from the investigated position cannot follow the velocity dynamics and do not sufficiently represent the velocity gradient at this position. On the other hand, using only samples that are very close to the investigated position leads to a large uncertainty in the gradient estimates (small difference of relatively high values). Therefore, all available velocity samples should be used for the regression procedure, applying a certain weighting function \(w_D(x_k - x; y_k - y)\) that weights samples within a certain distance of the investigated location more heavily.

In this study a Gaussian weighting function has been used. The optimal width of the weighting function depends on the given density of velocity samples, since direct neighbors of a certain velocity sample are preferable for calculation of this sample’s velocity gradients. For a given offset between interrogation areas \(\Delta\), the weighting function shown in Fig. 5a has its steepest gradient at \(2\). This ensures heavy weights for direct neighbors (distance \(\Delta\)), moderate weights for the diagonal neighbors (distance \(\sqrt{2}\)\(\Delta\)) and small weights for all samples at larger distances. Note that the functions can be scaled differently for the two image dimensions or the two velocity components.

Finally, the figure of merit of the regression procedure reads

\[
\sum_k w_D(x_k - x, y_k - y) \left[ u + \frac{\partial u}{\partial x} (x_k - x) + \frac{\partial u}{\partial y} (y_k - y) - u_k \right]^2 \rightarrow \min \quad \text{and}
\]

\[
\sum_k w_D(x_k - x, y_k - y) \left[ v + \frac{\partial v}{\partial x} (x_k - x) + \frac{\partial v}{\partial y} (y_k - y) - v_k \right]^2 \rightarrow \min,
\]

with six parameters \((u, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, v, \frac{\partial v}{\partial x} \text{ and } \frac{\partial v}{\partial y})\) to be optimized. Since \(x\) and \(y\) usually are the coordinates of a certain velocity sample the obtained parameters \(u\) and \(v\) interfere with the already known velocity at this position. Future developments of the procedure could utilize this redundant information. In the present study only the original velocity estimates are used, which are complemented by the four gradients obtained from the regression.

2.6
Gradients Correction

In principle, the above weighted numerical differentiation can be used to calculate a densely sampled field of velocity gradients. In an optional processing step that has not been implemented in the present study, the obtained gradients can be validated or even corrected using basic fluid flow equations, such as the continuity equation (Tokumaru and Dimotakis, 1995; Okuno et al., 2000; Nobach and Tropea, 2004, Ruhnau et al., 2005).

2.7
Velocity Interpolation

Since the redistribution of velocity maps from an unstructured grid to a regular one is common in CFD, this task has often been investigated and several solutions have been developed and reviewed (Imaichi and Ohmi, 1983; Agui and Jimenez, 1987; Jimenez and Agui, 1987; Robinson and Rockwell, 1993; Spedding and Rignot, 1993; Cohn and Koochesfahani, 2000; Lourenco and Krothapalli, 2000; Labonté, 2001; David et al., 2002).

In the present study, a Gaussian weighted averaging has been used with weights \(w_I\) being functions of the distance between the given velocity sample points \((x_k; y_k)\) and the points to be interpolated \((x; y)\).
The local velocities around the given velocity sample points are found with respect to the previously calculated velocities $u_k$ and $v_k$ and velocity gradients $(\partial u/\partial x)_k$, $(\partial u/\partial y)_k$, $(\partial v/\partial x)_k$ and $(\partial v/\partial y)_k$ at these positions. The optimal width of the weighting function again depends on the chosen density of velocity samples. An optimal interpolation is supposed for the steepest gradient of the weighting function in the middle between directly neighboring velocity samples. Fig. 5b shows the appropriate weighting function for a given distance $\Delta$ between the interrogation areas with the steepest gradient at $\Delta/2$.

2.8 Reconstruction on a Given Grid

In principle, the above velocity interpolation method can also be used for the reconstruction of the velocity values on an arbitrary grid. Since the velocity correction loop operates on the pixel-wise sampled hypothetical velocity field, velocity data can be computed directly only if the final grid of the vector map is aligned with the pixel center positions. Assuming an even number of pixels in each dimension of the interrogation area and the coordinate origins at the lower-left corner of the lower-left pixel, the grid points lie exactly between the pixels. Therefore, a reconstruction of the velocity data on the given grid is necessary.

Since the velocity field is sampled at each pixel, the choice of the interpolation scheme is not crucial here. So a simple bi-linear interpolation has been used to derive the velocity values at the final grid of the vector map instead of the more accurate Whittaker reconstruction (Whittaker, 1929), which, unfortunately, is computationally costly.
3 Performance Tests

To demonstrate the capabilities of the full-field correlation-based image processing, synthetic PIV images have been processed. The images of 128×128 pixel size contain approximately 1500 particles, which have varying intensity and a particle image diameter of 3.0 pixels. Fig. 6 shows one of the two images and the simulated displacement field. It is a non-diverging jet flow with two superimposed sigmoidal functions that yield locally different gradients ∂v/∂x.

For comparison, an iterative first-order window deformation algorithm based on numerical differentiation and an iterative algorithm that optimizes the window deformation directly from the image content (Nobach and Tropea, 2005) have been implemented. For better compatibility, the two alternative procedures use the same image interpolation and weighting techniques as the full-field correlation-based method. The obtained velocity estimates and the deviation from the simulated velocity field are shown in Fig. 7.

The results of the procedure based on numerical differentiation clearly show that this method has limited capabilities to follow local changes of the velocity gradients. While the deviations are small at regions of constant velocity, strong deviations occur at the boundaries of the simulated jet. The displacement estimates and the orientation of the deviations indicate a low-pass character of the method. This is obvious, since the velocity gradients are obtained from the difference of neighboring velocity estimates.

Better results could be expected for the method that derives the gradient information directly from the image content. The window offset and deformation are iteratively optimized until the correlation peak is maximized. This allows a comparable spatial resolution for both the velocity and velocity gradient information (Tropea and Nobach, 2005), which leads to a better ability to follow highly dynamic changes of the gradients. Indeed, the results of this procedure in Fig. 7 indicate slightly smaller deviations for this method. However, this algorithm could not derive reliable results at all grid points. Especially in the interesting region of the strong gradient changes, this algorithm is not robust enough to compute reliable results.

Much better results can be obtained with the new processing method. The full-field correlation-based image processing algorithm is not restricted to certain interrogation areas and window deformations. Therefore, reliable velocity and velocity gradient estimates can be obtained even in regions of strong changes of both the fluid velocity and its gradients. The obtained deviations from the simulated flow field are much smaller than for the other algorithms. Furthermore, due to the full-field description of the hypothetical velocity field, the estimates are always valid at all grid points.

4 Summary

A new PIV processing algorithm has been introduced that utilizes a densely sampled, hypothetical velocity field. Based on image correlation, the velocity field is optimized iteratively by correcting residual displacements. The algorithm combines the advantages of the full-field description, which are known for optical flow methods, with the robustness of image correlation. The obtained results of the new procedure on synthetic test images show the excellent characteristics of this procedure. Especially for steep changes of velocity and velocity gradients, this method yields accurate and robust results at a high spatial resolution. Further improvements can be achieved with optimized, optional processing steps, such as validation or physics-based correction of the calculated gradient field. A similar algorithm has been used to process the data for the PIV challenge 2005.
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Fig. 7: Results of the test image processing: Displacement estimates (left) and deviation from the simulated vector field (right, magnified by 5); numerical differentiation (top), direct optimization of the window deformation (middle) and full-field, correlation based image processing (bottom)